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Abstrak

Penelitian ini mengimplementasikan algoritma K-Nearest Neighbor (KNN) untuk
mengklasifikasikan jenis penyakit anemia berdasarkan indikator fisik dan parameter medis. Data
terdiri dari 1.281 entri dari Kaggle dengan fitur-fitur relevan untuk klasifikasi penyakit anemia.
Proses meliputi pengumpulan data, pengolahan, seleksi fitur, pengujian model, dan laporan
kinerja. Seleksi fitur dilakukan untuk meningkatkan akurasi dan mengurangi kompleksitas model.
Hasil eksperimen menunjukkan bahwa KNN mampu mengklasifikasikan jenis anemia dengan
akurasi tinggi, terbukti dengan nilai presisi, recall, dan F-Measure yang signifikan pada nilai K
tertentu. Penelitian ini bertujuan untuk mengembangkan metode klasifikasi penyakit anemia yang
lebih efektif dan dapat menjadi referensi untuk penelitian lanjutan di bidang ini.
Kata kunci: K-Nearest Neighbor, Kategori Anemia, Seleksi Fitur, Akurasi Model

Abstract

This research implements the K-Nearest Neighbor (KNN) algorithm to classify types of
anemia based on physical indicators and medical parameters. The dataset consists of 1,281
entries from Kaggle with relevant features for anemia classification. The process includes data
collection, data processing, feature selection, model testing, and performance reporting. Feature
selection was conducted to enhance accuracy and reduce model complexity. The experimental
results show that KNN can classify types of anemia with high accuracy, as evidenced by
significant precision, recall, and F-measure values at specific K values. This research aims to
develop a more effective method for anemia classification and can serve as a reference for further
research in this field.
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1. PENDAHULUAN

Organisasi Kesehatan Dunia (WHO) pada tahun 2019, prevalensi global anemia pada wanita
usia subur mencapai 29,9% menurut WHO. Di Indonesia, prevalensi anemia pada remaja putri
(15-24 tahun) adalah 27,2%, sedangkan pada remaja putra 20,3%. Anemia menjadi masalah
kesehatan utama, terutama bagi remaja putri, dengan penyebab utama adalah kebiasaan makan
yang kurang optimal dan kurangnya aktivitas fisik [1]. Anemia adalah masalah kesehatan utama
di seluruh dunia, terutama di negara berkembang. Kondisi ini ditandai dengan penurunan jumlah
sel darah merah, kadar hemoglobin, dan hematokrit, yang mengakibatkan tubuh menerima
oksigen lebih sedikit. Jenis anemia dapat diklasifikasikan berdasarkan penyebabnya: penurunan
pembentukan sel darah merah, kehilangan sel darah merah, dan peningkatan pemecahan sel darah
merah (hemolisis) [2]. Perkembangan teknologi, terutama machine learning, telah membawa
manfaat signifikan di bidang pendidikan dan kesehatan. Machine learning  memungkinkan
mesin  belajar mandiri tanpa instruksi langsung. Dengan membandingkan berbagai
algoritma, kita dapat menemukan algoritma yang paling akurat dan sesuai untuk konteks tertentu
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[3].

Algoritma K-Nearest Neighbors (K-NN) adalah teknik klasifikasi yang menentukan kelas
data uji berdasarkan kedekatannya dengan data latih terdekat. Dengan mengukur jarak antar objek
dan mempertimbangkan k tetangga terdekat, K-NN mengklasifikasikan data baru menggunakan
label dari tetangga terdekatnya. Teknik ini diterapkan di berbagai bidang seperti kedokteran,
keuangan, dan text mining [4]. Penelitian "Penerapan Algoritma Fuzzy K-Nearest Neighbor
dalam Klasifikasi Penyakit Demam Berdarah" menunjukkan bahwa metode FKNN memberikan
hasil optimal dengan akurasi tertinggi 85,01% pada K=13, menggunakan 70% data untuk
pelatihan dan 30% untuk pengujian [5]. Siti Julaiha dan rekan-rekannya [6] menggunakan K-NN
untuk mengklasifikasikan calon penerima Bidikmisi, menghasilkan akurasi 83,13% pada K=5.
Cholil [ 7Jmenggunakan K-NN untuk klasifikasi seleksi beasiswa, dengan akurasi rata-rata 90,5%
berdasarkan Confusion Matrix. Aldi Tangkelayuk [8] mengevaluasi klasifikasi kualitas air
menggunakan K-NN, NBC, dan Decision Tree, di mana K-NN mencapai akurasi tertinggi
86,88%.

Studi ini menggunakan dataset untuk klasifikasi penyakit anemia yang diambil dari
Kaggle, dengan skor kegunaan (usability) 9,41, menunjukkan kualitas tinggi dan kemudahan
penggunaan untuk penelitian. Dataset terdiri dari 1.281 entri yang mencakup fitur relevan untuk
klasifikasi anemia. Data ini akan diolah dan dianalisis menggunakan algoritma K-Nearest
Neighbor untuk menentukan penyakit anemia berdasarkan indikator fisik dan parameter medis.
Penelitian ini bertujuan untuk menghasilkan metode klasifikasi yang lebih akurat dan efektif.
Judul penelitian ini adalah "Implementasi Algoritma K-Nearest Neighbor dalam Klasifikasi
Penyakit Anemia."

2. TINJAUAN PUSTAKA

2.1 Machine Learning
Machine learning adalah cabang kecerdasan buatan yang mengembangkan algoritma
untuk memungkinkan komputer belajar dari data, membuat prediksi, dan mengambil keputusan
berdasarkan pola dalam data. Penerapan machine learning dalam pelayanan kearsipan memiliki
potensi besar untuk meningkatkan mutu dan efisiensi pemrosesan dokumen serta klasifikasi
arsip administrasi [9]. Machine learning dibagi menjadi tiga kategori utama:
1. Supervised Learning: Proses pembelajaran diawasi, dengan fokus pada klasifikasi dan
regresi.
2. Unsupervised Learning: Proses pembelajaran tidak diawasi, termasuk pengelompokan dan
reduksi dimensionalitas.
3. Reinforcement Learning: Agen perangkat lunak menentukan perilaku ideal untuk
memaksimalkan kinerja, diterapkan dalam pengambilan keputusan real-time dan
kecerdasan buatan permainan [10].

2.2. Data Mining

Data mining adalah proses analisis dan eksplorasi data dalam skala besar untuk
mengidentifikasi pola dan tren tersembunyi, serta mendapatkan informasi yang akurat dan
berguna. Ini merupakan bagian dari kecerdasan buatan yang berfokus pada ekstraksi pola dan
transformasi data menjadi informasi bermanfaat. Data mining dikenal sejak tahun 1990-an
akibat peningkatan volume data dalam basis data [11]. Proses data mining menggunakan teknik
statistik, matematika, kecerdasan buatan, dan machine learning untuk mengekstraksi informasi
dari database besar dan merupakan bagian dari KDD (Knowledge Discovery in Databases),
yang meliputi tahapan seperti pemilihan data, pra-pengolahan, transformasi, data mining, dan
evaluasi hasil [12].

2.3. Anemia
Anemia adalah kondisi di mana massa eritrosit (sel darah merah) menurun,
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mengakibatkan ketidakmampuan sel darah merah memenuhi kebutuhan oksigen jaringan.
Identifikasi anemia umumnya dilakukan melalui penurunan kadar hemoglobin, hematokrit, atau
jumlah eritrosit, dengan kadar hemoglobin sebagai indikator utama. Gejala klinis meliputi kulit
pucat, penurunan kinerja fisik, dan daya tahan tubuh berkurang. Penyebab anemia termasuk
penyerapan zat besi yang buruk, pendarahan, kerusakan sel darah, atau produksi sel darah merah
yang terhambat. Pengobatan bisa meliputi obat, suplemen zat besi, perubahan pola makan,
transfusi darah, dan penanganan penyakit penyebab anemia. Anemia pada remaja putri dapat
memiliki berbagai penyebab yang mempengaruhi kesehatannya [13].

24. Klasifikasi
Menurut World Health Organization (WHO), anemia adalah kondisi di mana jumlah sel
darah merah atau hemoglobin dalam tubuh menurun, menyebabkan volume darah merah
berkurang dan jumlah sel darah merah berada di bawah normal. Hemoglobin dalam sel darah
merah berfungsi membawa oksigen dari jantung dan paru-paru ke seluruh tubuh.
Anemia dapat diklasifikasikan menjadi tiga jenis utama [14]:
1. Anemia Hemolitik: Terjadi karena percepatan penghancuran sel darah merah di pusat
perifer.
2. Anemia Hipoproliferatif (4regeneratif): Disebabkan oleh penurunan produksi sel darah
merah sentral dan/atau gangguan pelepasan dari sumsum tulang.
3. Anemia Hemoragik: Disebabkan oleh kebocoran dari integritas pembuluh darah tubuh,
mengakibatkan penurunan massa eritrosit secara akut atau kronis

2.5. Algoritma K-Nearest Neighbor (KNN)

Algoritma K-Nearest Neighbor (K-NN) mengklasifikasikan objek baru berdasarkan
tetangga terdekatnya, dengan kelas yang paling umum sebagai hasil klasifikasinya. K-NN
unggul dalam menyelesaikan masalah multiclass, meskipun sering mengalami kesulitan
menemukan tetangga terdekat pada titik query dari dataset yang digunakan. K-NN melakukan
klasifikasi berdasarkan kedekatan lokasi (jarak) antara data, yang biasanya diukur menggunakan
jarak Euclidean berikut:

1. Menentukan parameter K
2. Menghitung jarak antara data training dan data testing

Perhitungan jarak yang paling umum dipakai pada perhitungan pada algoritma KNN
adalah menggunakan perhitungan jarak Fuclidean. Rumusannya adalah sebagai berikut:

dp,q) = ||Z{jpi—qi}g..............................................{;2.1}
\Jt:l

Dimana:

d(p,q) = Jarak

pi = sample data / data training
qi = data uji / data testing

i = variabel data n =dimensi data

Mengurutkan jarak yang terbentuk

Menentukan jarak terdekat sampai urutan K

Memasangkan kelas yang bersesuaian

Mencari jumlah kelas dari tetangga yang terdekat dan tetapkan kelas tersebut sebagai
kelas data yang akan dievaluasi.

AR
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2.6. RapidMiner

RapidMiner adalah perangkat lunak open-source yang menyediakan berbagai alat untuk
analisis prediktif dan deskriptif. Lebih dari 500 profesional machine learning berkontribusi
dalam pengembangannya, mencakup aspek input data, output, preprocessing data, dan
visualisasi. RapidMiner dapat digunakan sebagai perangkat lunak mandiri atau diintegrasikan
ke dalam produk lain untuk analisis data. Dikembangkan dengan Java, RapidMiner beroperasi
dengan baik di berbagai sistem operasi [15].

3. METODELOGI PENELITIAN

3.1 Tahapan Penelitian

Penelitian atau alat yang digunakan untuk mengumpulkan data dengan teknik penelitian
khusus yang meliputi teknik pengumpulan data (observasi, wawancara, dan perekaman audio)
serta teknik analisis data (korelasi kuantitatif, statistik) [16].
Penelitian ini mengikuti sesuai tahapan seperti pada gambar dibawah ini.

) e \

Pengolahan Data

l

Seleksi Fitur

\ 4

[ Pengumpulan Data

A

[ Pengujian Model

l

[ Laporan Kinerja } > [ Kesimpulan ]

L

Gambar 1. Tahapan Penelitian

3.2 Pengumpulan Data

Dataset yang digunakan dalam penelitian ini berasal dari Kaggle, berjudul "Anemia
Classification Data," yang relevan dengan topik klasifikasi jenis anemia. Dataset ini dipilih
karena memenubhi kriteria kelengkapan data dan minimnya nilai yang hilang. Dataset mencakup
berbagai fitur medis dari pasien seperti jumlah sel darah putih, persentase limfosit dan neutrofil,
jumlah limfosit dan neutrofil, jumlah sel darah merah, hemoglobin, hematokrit, volume rata-rata
eritrosit, rata hemoglobin per eritrosit, konsentrasi hemoglobin rata dalam eritrosit, jumlah
trombosit, distribusi ukuran trombosit, dan prokalsitonin. Fitur-fitur ini penting untuk
mendiagnosis anemia berdasarkan parameter CBC. Berikut adalah tabel yang merinci proses
pengumpulan data:

Tabel 1. Data Mentah Penelitian

JSDP| PL | PN | JL JN |JSM|HB| HTK |[VRSM|RHPSDM|KHRSR| JT DUT PK JA
10 | 43.2| 50.1 | 43 5 277|173 242 | 817 263 30.1 | 189 12.5 0.17 | Anemia hipokromik normositik
10 | 424 | 523 | 42 53 |284(73| 25 88.2 25.7 202 | 180 12.5 0.16 | Anemia hipokromik normositik
72| 307|607 22 44 |397] 9 | 305 71 226 295 | 148 143 0.14 | Anemia defisiensi besi

Tabel diataas menunjukkan data mentah penelitian yang diambil dari dataset yang
diunduh dari Kaggle. Penelitian ini menggunakan 1,281 data dengan 15 atribut, ditambah 1
atribut spesial yang mencakup 9 kelas, antara lain Anemia hipokromik normositik, Anemia
defisiensi besi, Anemia mikrositik, Anemia makrositik, Leukemia, sehat, Trombositopenia,
Leukemia dengan Trombositopenia, dan Anemia normokromik normositik. Namun, hanya 10
dataset yang dicantumkan sebagai contoh.
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4. HASIL PENELITIAN DAN PEMBAHASAN

4.1 Hasil Penelitian

Hasil dalam bab ini disusun berdasarkan hasil penelitian yang dilakukan. Penelitian ini
menggunakan platform RapidMiner dengan menerapkan algoritma K-Nearest Neighbor (KNN)
untuk menguji data yang telah dianalisis. Berbagai komponen RapidMiner dan proses
pengolahan data yang diimplementasikan juga digunakan.

4.1.1.  Perhitungan Algoritma K-Nearest Neighbor

Berikut ini adalah rekapitulasi data penelitian yang digunakan pada tabel IV.1 dengan
keterangan sebagai berikut: Jumlah sel darah putih = JSDP, Persentase limfosit = PL, Persentasi
neutrofil = PN, Jumlah limfosit = JL, Jumlah neutrofil = JN, Jumlah sel darah merah = JSM,
Hemoglobin = HB, Hematokrit = HTK, Volume Rata-rata Sel Darah Merah = VRSM, Rata-rata
Hemoglobin per Sel Darah Merah = RHPSDM, Konsentrasi Hemoglobin Rata-rata dalam Sel
Darah Merah = KHRSR, Jumlah Trombosit = JT, Distribusi Ukuran Trombosit = DUT,
Prokalsitonin = PK, Jenis Anemia berdasarkan parameter CBC = JA

Tabel 2. Data Penelitian

JSDP| PL | PN JL JN |JSM|HB| HTK [VRSM|RHPSDM(KHRSR| JT DUT PK JA
10 | 432 | 50.1 43 5 |277(73| 242 | 877 26.3 30.1 | 189 125 0.17 | Anemia hipokromik normositik
10 | 424 | 523 | 42 53 [2.84]| 73| 25 88.2 257 202 | 180 125 0.16 | Anemia hipokromik normositik
72 1307|607 | 22 44 1397 9| 305 77 22.6 29.5 | 148 143 0.14 |Anemia defisiensi besi

Berikut adalah tabel yang memisahkan perhitungan jarak Euclidean antara baris 1 dan
baris 2 dsb dari dataset Perhitungan Manual Jarak Euclidean:

1. Baris 1 dengan baris 2:

Tabel 3. Baris 1 Dengan Baris 2

Baris JSDP PL PN JL JN JSM HB HTK | VRSM |RHPSDM| KHRSR| JT DUT PK
1 10 43.2 50.1 4.3 5 277 7.3 24.2 87.7 26.3 30.1 189 12.5 0.17
2 10 424 52.3 4.2 5.3 2.84 7.3 25 88.2 25.7 20.2 180 125 0.16

Hasil perhitungan dari baris 1 dengan baris 2 adalah sebagai berikut:

a ||'{jm —10)% + (43.2 —42.4)2+(50.1 — 52.3)2+ (43 — 4.2)* + (5 — 5.3)* + (2.77 — 2.84)°
b +(7.3—7.3)% + (24.2 — 25)* 4+ (87.7 — 88.2)* + (26.3 — 25.7)°

dy, 2V0 + 0.64 + 4.84 + 0.01 + 0.09 + 0.0049 + 0 + 0.64 + 0.25 + 0.36
d,, 2V 6.8449
di,*=262

2. Baris 1 dengan baris 3:

Tabel 4. Baris 1 Dengan Baris 3
JL JN B

Baris JSDP PL PN JSM H HTK | VRSM |RHPSDM| KHRSR| JT DUT PK
1 10 43.2 50.1 4.3 5 277 7.3 24.2 87.7 26.3 30.1 189 125 0.17
3 72 30.7 60.7 22 4.4 3.97 9 30.5 77 22.6 29.5 148 14.3 0.14

Hasil perhitungan dari baris 1 dengan baris 3 adalah sebagai berikut:

d (10— 7.2)% + (432 — 30.7) 2+(50.1 — 60.7) 2 + (4.3 — 2.2)2 + (5 — 44)% + (2.77 — 3.97)°
1’ 3q| +(7.3—9)% + (242 — 30.5)% + (87.7 — 77)* + (263 — 26.6)°

dy, 3V7.84 + 157.29 + 112.36 + 4.41 + 0.36 + 1.44 + 2.89 + 39.69 + 114.49 + 13.69

ISSN: 2807-3851 21



E-PROSIDING SISTEM INFORMASI Vol. 6, No. 1, Juni 2025

dj__. 3 '\-"454-.51

dy, s = 21.31

Hasil Akhir Jarak Euclidean:
d:h 7 = 2.61
dy, s = 21.31

4.1.2  Perhitungan Menggunakan Data
Untuk memahami perhitungan ini, kita memerlukan Confusion Matrix, yang
merupakan tabel yang digunakan untuk mengevaluasi kinerja model klasifikasi.

1. Anemia hipokromik normositik:
True Positive (TP): 234
False Positive (FP): 14+4+9+17+2+20+1+2=69
False Negative (FN): 12 +1+13+5+13+0+0+0=45
True Negative (TN): 1281 - (TP + FP + FN) = 1281 - (234 + 69 + 45) = 933

(TP +TN) (234 +933) (1167)
AKURASI: - = - - =
(TP+TN+FP+FN) (234 +933+69+45) (1281)
= 0,911 atau 91,1%
PRESISI L 0,772 atau 77,2%
‘TP+FP  234+69 303 ' fcdduiien
TP 234 234
RECALL: = 0,839 atau 83,9%

TP+FN _ 234 +45 279

Presisi ® Recall _ 0,772 = 0,839

= — (]
Presisi + Recall 0772 + 0839 ~ 804 atau804%

F — Measure: 2

Nilai akurasi, presisi, recall, dan f-measure yang dihitung secara manual untuk setiap kelas
memberikan gambaran tentang performa model klasifikasi yang digunakan. Hasilnya adalah
sebagai berikut:

Tabel 5. Hasil

Kelas AKkurasi| Presisi Recall F-
measure

Anemia hipokromik 91.1% | 77.2% | 83.9% | 80.4%
normositik

Anemia defisiensi besi 96.0% 90.4% 83.7% 87.0%
Anemia mikrositik 97.9% 62.1% 87.8% 72.8%
Leukemia 97.7% 46.8% 84.6% 60.3%
Sehat 94.5% 90.2% 89.0% 89.6%
Trombositopenia 98.4% 89.0% 83.3% 86.0%
Anemia normokromik 94.9% | 87.0% | 88.3% | 87.7%
normositik

Leukemia with 99.5% | 54.5% | 85.7% | 66.7%
Trombositopenia

Anemia makrositik 99.2% 66.7% 70.6% 68.6%

4.1.3  Perhitungan Algoritma K-Nearest Neighbor Menggunakan RapidMiner
Pengujian yang dilakukan menggunakan Rapidminer. Masuk ke RapidMiner Studio.
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a. Impor data gunakan operator "Read Excel" untuk mengimpor dataset.

Repository Procoss
©impotoan =~ © rocess

Operators

& Resacse

el
4 Resg el o

+ Read Excel
= i

e ———

Gambar 2. Import Read Excel

b. Pilih dataset akses "Import Configuration Wizard" untuk memilih sel yang ingin
diimpor.
F\mpr.:lrt Data - Select the data In(aﬂur: ) i o x

Select the data location.

i v« B % o B [~
Bookmarks File Name size Type Last Modified
— Last Directory 2] Dataset FIXxisx 115KB  Microsoft Excel Wor... Jun 18, 2024 A
£33 Datasetxsx 114KB  Microsoft Excel Wor.. Jun 18, 2024

Dataset FIXxisx

Excel (xlsx, xls) -

Gambar 3. Import Configuration Wizard “Dataset”

c. Sesuaikan format data dengan kebutuhan yang akan digunakan.

[Mimport Data - select the cells to import. <

Select the cells to import.

Sheet: | Sheet1 Cell range: |AO Select Al Define header row. 1
A B = D E F G H | g

1 asop PL PN L N Jasm He HTK VRSM RHPS ~ |
2 10000 432 50.1 a3 5.000 277 73 242 87.7 263

3 10000 424 523 12 53 284 73 25.000 282 257 |
4 | 72 307 60.7 22 44 a7 9.000 305 77.000 226

5 6.000 302 635 18 38 422 38 3zs 778 232

6 | 42 39.1 537 15 23 393 04 316.000 806 239

7 86 273 654 18 43 396 88 297 752 222

8 167 191 8.2 3z 114 818 142 448 871 278

9 83 27.4 64.000 26 sa 439 12.000 ara 86.4 273

10 82 197 724 1.000 £ 4885 132 41.000 847 272

1 s 12.4 79.000 13 83 457 12.4 389 853 27.1

12 58 ELT 56.9 2.000 32 431 11.000 363 843 255 |
13 86 414 503 EX 43 428 11.000 35.000 819 257 \,‘
g - - - o - - g

4— Previous | = Ne:

d. Setelah data sesuai lalu klik finish.

Gambear 4. Pilih Sel Yang Ingin di Import
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Impart Data - Format you

Format your columns.

Replace errors with missing values (i

Jumlah sel ...& ~ Persentase.. ® - Persentase... ® ~ Jumlah lim...# ~ Jumlah ne... & « Jumlah sel ..& =

| real real real real reai real
1 | 10000 43.200 50100 4300 5000 2770 A
2 | 10000 42.400 52.300 4.200 5.300 2.840
3 | 7.200 30.700 60.700 2.200 4.400 3.070
4 | s000 30 200 63500 1.800 3.800 4220
5 | 4200 39.100 53.700 1.600 2.300 3.930
6 | 6600 27.300 65.400 1.800 4.300 3.960
7 | 16700 19.100 68.200 3200 11.400 5180
8 | 9.300 27.400 64.000 2.600 5.900 4.380
a | 5200 19,700 72.400 1.000 3.800 4.850
10 10500 12 400 79.000 1.300 8300 4570
11 5600 35.600 £6.900 2.000 3.200 4.310

A ann A1400 _=nann a0 aann e v
il >
&2 no prablems.

— provious || [ Einish I 3¢ concer |

Gambar 5. Format Your Columns

e. Tambahkan Set Role untuk setiap kolom data.

Dasign Resuls TutoPry  Amovose  Depiaments £ mrsuao -

Repasitory Process

setaoaonai roiss

Operators
aetrvle x / Clnge compsabine(2.10.008)
~ 7 Benang ()
1 Ao (1) Help.
1 Mames & Roes (1) s
7 setRole # R -

@ o resals wers founa. o #ctate vasdom ot Crowss.

Gambar 6. Set Role

f.  Tambahkan operator K-Nearest Neighbor (KNN) untuk klasifikasi.

- 0 x
Turdo Prep. Auto Model Dopiayments. P | Aisumao v
Parameters
B 3w |t
x
e

@ nerssuts were founa o ctvats Wiscom of Crowds.

Gambar 7. K-NN

g.  Gunakan operator "Apply Mode!l" untuk menerapkan model yang telah dibuat.

ISSN: 2807-3851

24



E-PROSIDING SISTEM INFORMASI Vol. 6, No. 1, Juni 2025

s cesign!

@ Horesans wers founc o #ctuate visdom ot Crowds

Gambar 8. Apply Model

h.  Akhiri dengan menambahkan operator "Performance" untuk mengevaluasi hasil model.

Performance
% (Classificatic

o Actale visdom of Crowss. St

......

Gambar 9. Performance

4.1.4  Validasi Hasil K-Nearest Neighbor

Setelah menjalankan proses evaluasi model menggunakan algoritma K-Nearest
Neighbor (K-NN) di RapidMiner, hasil kinerja model ditunjukkan oleh Performance Vector.
Dari hasil tersebut, model memiliki akurasi sebesar 84.62% yang dapat dilihat pada gambar
VLO.

Gambar 10. Hasil Performance Vector

4.1.5 Validasi Hasil K-Nearest Neighbor & Naive Bayes

Penelitian ini menerapkan K-Nearest Neighbor (K-NN) untuk mengklasifikasikan
anemia dan kondisi kesehatan, dan dibandingkan dengan Naive Bayes. K-NN menunjukkan
akurasi 84,62%, jauh lebih baik dari pada Naive Bayes yang hanya 52,54%. K-NN
mengklasifikasikan lebih banyak kasus dengan benar dan memiliki kesalahan klasifikasi lebih
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sedikit. K-NN terbukti lebih unggul dalam akurasi dan distribusi klasifikasi, menekankan
pentingnya pemilihan algoritma yang tepat untuk data medis.

Tabel 6. Perbandingan K-NN & Naive Bayes

_— . . . Anemia i .
Metode |Akurasi Anemlahlpokr.o-m ik .Atner.ma . Anen.l!a Leukemia|Sehat| Trombositopenia| normokromik Leuken.uawn.h Anen.lfa
normositik | defisiensibesi | mikrositik ... | Trombositopenia |makrositik
normositik
Naive Bayes| 52.54% 3 148 5 8 275 28 80 2 10
KNN | 84.62% 234 169 36 22 306 65 234 6 12

4.2 Pembahasan

Di bab ini, hasil penelitian menggunakan algoritma K-Nearest Neighbor (KNN) dengan
perangkat RapidMiner untuk menganalisis dan mengklasifikasikan data. Data terdiri dari 1.281
entri dengan 15 atribut dan 1 atribut khusus yang mencakup 9 kelas anemia. Pengolahan data
melibatkan perhitungan jarak Euclidean, seperti antara baris 1 dan baris 2 yang sebesar 2,61.
Evaluasi model dilakukan dengan Confusion Matrix untuk mengukur akurasi, presisi, recall,
dan F-Measure. Misalnya, untuk Anemia hipokromik normositik, diperoleh akurasi 91,1%,
presisi 77,2%, recall 83,9%, dan F-Measure 80,4%. Hasil ini menunjukkan bahwa KNN efektif
dalam klasifikasi anemia berdasarkan parameter CBC, memberikan kontribusi penting dalam
diagnosis medis berbasis data.

5. PENUTUP

Penggunaan algoritma K-Nearest Neighbor (KNN) dalam klasifikasi jenis anemia
menunjukkan hasil yang menjanjikan dengan akurasi keseluruhan 84,62%. Akurasi spesifik
untuk berbagai jenis anemia adalah sebagai berikut: anemia hipokromik normositik 91,1%
(presisi 77,2%, recall 83,9%), anemia defisiensi besi 96,0% (presisi 90,4%, recall 83,7%),
anemia mikrositik 97,9% (presisi 62,1%, recall 87,8%), leukemia 97,7% (presisi 46,8%, recall
84,6%), kondisi sehat 94,5% (presisi 90,2%, recall 89,0%), dan trombositopenia 98,4% (presisi
89,0%, recall 83,3%). Hasil ini menunjukkan bahwa KNN efektif dalam mengklasifikasikan
jenis anemia dengan akurasi tinggi, menjadikannya alat yang andal untuk diagnosis dan
penanganan anemia.
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